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[1] We have simulated the dynamical evolution of the plume from a prescribed biomass fire,
using the active tracer high-resolution atmospheric model (ATHAM). Initialization parameters
were set to reflect the conditions during the fire. The model results are compared with airborne
remote-sensing and in situ measurements of the plume. ATHAM reproduces the injection height
(250–600 m) and the horizontal extent of the plume (�4 km) with good accuracy. The aerosol
mass concentrations are underestimated but still in the range of the observations. Remaining
differences between the model results and the measurements are attributed to limited
meteorological and fire emission information. Additionally, radiative transfer simulations using in
situ measurements of the aerosol properties are performed. A comparison of the measured and
simulated reflected solar flux shows an underestimation by the model over the ocean surface,
which is most likely due to an underestimation of the aerosol optical depth in the model. The
instantaneous radiative forcing was calculated to �36 W m�2 over land and �58 W m�2 over
the ocean for a solar zenith angle of 47� and an optical depth of unity, consistent with previous
studies. Overall, it appears that ATHAM is a valuable tool for the examination of transport
processes within biomass-burning plumes and, together with a chemical and microphysical
module, is suitable for studies of the interaction between transport, chemistry, and microphysics
within such plumes. INDEX TERMS: 0305 Atmospheric Composition and Structure: Aerosols
and particles (0345, 4801), 0368 Atmospheric composition and structure: Troposphere-constituent
transport and chemistry, 3329 Meteorology and Atmospheric Dynamics: Mesoscale meteorology,
3359 Meteorology and Atmospheric Dynamics: Radiative processes; KEYWORDS: Biomass
burning, SCAR-C, aerosol transport, aerosol optical properties

1. Introduction

[2] Vegetation fires are known to be a major contributor to the
global budgets of several trace gases (e.g., CO, CH4, and NOx) as
well as aerosol particles [Crutzen and Andreae, 1990]. The regional
and global effects from fire emissions have been demonstrated in
field campaigns, such as the Transport and Atmospheric Chemistry
near the Equator-Atlantic (TRACE-A), Southern African Fire-
Atmosphere Research Initiative (SAFARI) [Andreae et al., 1996],
and the Smoke, Clouds, and Radiation-Brazil (SCAR-B) [Kaufman
et al., 1998], and in modeling studies [e.g., Chatfield et al., 1998;
Galanter et al., 2000]. The regional and global impacts of vegeta-
tion fires on atmospheric composition depend on the processes that
take place near the fire, for example, the height of the injection of
the emissions [Liousse et al., 1996], the nonlinear production of
ozone [Poppe et al., 1998], and the possible formation of clouds and
scavenging of the emissions [Radke et al., 1991]. Therefore Crutzen
and Carmichael [1993] concluded that small-scale models ‘‘com-

plemented with atmospheric chemistry and emission description
could provide important insights into the chemistry and scavenging
of trace gases and aerosols in the near-source region and would be
of great assistance in the development of parameterizations needed
by regional and global models.’’
[3] However, until now, no such model has existed. Existing

models of coupled fire dynamics and meteorology focus mainly on
the fire dynamics [Clark et al., 1996; Grishin, 1996] and do not
include detailed atmospheric processes. The only numerical sim-
ulation of the atmospheric transport of particles from a vegetation
fire and their interaction with clouds did not include quantitative
comparisons with observations [Penner et al., 1991].
[4] Here we present model simulations of the atmospheric

transport of aerosol emissions from a vegetation fire using the
nonhydrostatic active tracer high-resolution atmospheric model
(ATHAM) [Oberhuber et al., 1998; Herzog et al., 1998]. The
atmospheric conditions and the heat and particle fluxes from the
fire used in our model simulation correspond to those of an actual
prescribed fire conducted on September 21, 1994, during the
Smoke, Cloud, and Radiation-C (SCAR-C) experiment in the
Pacific Northwest of the United States [Kaufman et al., 1996].
The simulated aerosol concentrations are compared with in situ and
remote-sensing measurements of the smoke plume from this fire
[Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996].
[5] The primary aim of this paper is the evaluation of the

general features of the model results, rather than a detailed
comparison with the observations. A comprehensive comparison
between model results and observations of natural biomass-
burning plumes is probably impossible because of the high
temporal and spatial variability of the emissions, which cannot
be adequately represented in this kind of model. The model was
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initialized on the basis of observational data in order to constrain
model assumptions as far as possible. No sensitivity studies are
presented here, because the aim of the paper was to describe
and evaluate our model. Further studies on different biomass-
burning plumes, including sensitivity tests using ATHAM, are
under way.

2. Model Description

[6] ATHAM was used for the study of eruptive volcanic
plumes by Graf et al. [1999]. Only a short description of the
model is given here. For a more detailed description of the model
the reader is referred to Oberhuber et al. [1998] and Herzog et al.
[1998].
[7] The nonhydrostatic plume model ATHAM has a modular

structure, which allows easy coupling of new modules. Existing
modules treat the dynamics, turbulence, transport, cloud micro-
physics, gas scavenging, and radiation. The Navier-Stokes equa-
tions for the volume-mean of a gas-particle mixture, including the
transport of active tracers, are solved in the dynamical part of the
model. Active tracers influence the simulated density and heat
capacity within the model grid boxes and therefore affect the
modeled dynamics. Turbulent exchange coefficients for each
dynamic variable are computed with a turbulence closure scheme.
Atmospheric transport of the active and passive tracers is treated
using the method of Smolarkiewicz [1984], and the advection of
heat and turbulent quantities are described using a scheme similar
to Crowley [1968]. The cloud microphysics is based on a Kessler-
type parameterization and describes condensation and formation
of precipitation as well as the scavenging of soluble gases [Textor,
1999]. The fire is represented by heat and particulate fluxes into
the lowest vertical model layer at prescribed grid boxes. There is
no feedback from the atmospheric wind field on the fluxes from
the fire.
[8] The calculation of the heating rates and the radiative forcing

are performed with the radiative transfer model described by
Loughlin et al. [1997], which is based on the two-stream practical
improved flux method (PIFM) [Zdunkowski et al., 1982] and
includes radiative effects of gases, aerosols, and clouds. Alterna-
tively, the radiative transfer model described by Langmann et al.
[1998] can be used. In the present study the PIFM model is used.
According to Briegleb et al. [1986], we set the surface albedo for
land to 4% for l < 690 nm and 25% for l > 690 nm. For the ocean
surface an albedo of 6% for the diffuse light is used, while for the
direct light the solar zenith angle dependency is taken into account
[Briegleb et al., 1986].
[9] ATHAM is formulated three-dimensionally on a horizontally

and vertically stretched Cartesian grid with an implicit time

stepping scheme. Besides the three-dimensional (3-D) model
version a 2-D Cartesian and a 2-D cylindrical version exist. In
this study only 3-D model results are presented.

3. SCAR-C Experiment

[10] The SCAR-C experiment was conducted in September
1994 in the Pacific Northwest of the United States. A detailed
description of the campaign is given by Kaufman et al. [1996] and
Hobbs et al. [1996]. Only an overview is given here.
[11] The emphasis of SCAR-C was ‘‘on measuring the entire

process of biomass burning, including ground-based estimates of
fuel consumption, airborne sampling of the smoke aerosols and
trace gases, and airborne and spaceborne remote sensing of both
the fires and the smoke’’ [Kaufman et al., 1996]. In the present
study we focus on a prescribed fire on September 21, 1994, on
the Pacific Coast of Washington State in the Quinault Indian
Reservation on the Olympic Peninsula (47.32�N, 124.27�W).
The Quinault fire was a 19.4-ha clearcut burn, with fuel
consisting of the dry remnants of large western red cedar debris
left over from logging [Kaufman et al., 1996]. Measurements
before and during this fire included fuel loadings, airborne in
situ measurements of trace gases and particles, and airborne
remote-sensing observations of the fire and the smoke plume
from the University of Washington’s Convair C-131A and
NASA’s ER-2 research aircraft [Kaufman et al., 1996; Hobbs
et al., 1996; Martins et al., 1996]. The ignition sequence was
started at 1105 local time (LT).
[12] Figure 1 shows a photograph of the smoke plume above the

fire at �100 min after the ignition. The smoke was first lofted
directly above the fire up to �600 m. It was then transported by the
prevailing wind out over the Pacific Ocean (Figure 2).
[13] Figure 2 was obtained from spectral measurements of

the Airborne Visible and Infrared Imaging Spectrometer (AVI-
RIS) [Green et al., 1998] on board the NASA ER-2 aircraft.
The high variability in the smoke loading is easily seen in
Figures 1 and 2.
[14] Because the plume remained intact and was readily

discernible over a long distance and there are no terrain-induced
effects over the ocean, this fire presents an excellent opportunity
to study the processes within a biomass-burning plume using an
atmospheric model. Besides the detailed analysis of the in situ
measurements [Hobbs et al., 1996; Martins et al., 1996], the
remote-sensing observations of the smoke plume have been used
in previous studies for the retrieval of aerosol properties [Tanré
et al., 1997] and for a comparison of remote-sensing retrieved

Figure 1. Photograph of the smoke plume produced from the
Quinault prescribed fire at 1250 LT, at �100 min after the ignition.
(Photo taken by R. Ottmar, reproduced from Kaufman et al. [1996]
with the permission of the MIT Press.)

Figure 2. View of the smoke plume from the Quinault prescribed
fire derived from spectral measurements taken from the AVIRIS
instrument on board the ER-2 aircraft at 1243 LT, �95 min after
ignition. Calibrated Airborne Visible and Infrared Imaging
Spectrometer (AVIRIS) data were obtained from Robert Green,
Jet Propulsion Laboratory (JPL).
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aerosol properties with the in situ measurements [Gassó and
Hegg, 1998].

4. Model Initialization

[15] In the following we present model simulations of the
Quinault fire using ATHAM. In this section the model setup for
the simulations, the atmospheric initial conditions, the emissions of
the fire, and the calculated optical aerosol properties are presented.
Initialized with the meteorological variables, ATHAM calculates
the wind field resulting from the thermal forcing of the fire. In
particular, the induced vertical wind due to the heating from the fire
is simulated. The emitted aerosols are transported with this
simulated wind.

4.1. Model Setup

[16] The model domain (x, y, z) of the 3-D ATHAM version was
set to 35 km � 28 km � 3.75 km, with a minimal grid spacing of
50 m � 50 m � 20 m in the central part of the model domain,
where the fire forcing was initialized. The number of grid boxes in
the x, y, and z direction was 120, 110, and 80, respectively,
resulting in 1,056,000 model grid boxes. The time step is deter-
mined automatically by the Courant-Friedrichs-Lewy (CFL) crite-
rion; it lies usually in the range 3–8 s. The model simulations were
started at 1100 LT, with a spin-up time of 6 min before the ignition
of the fire. In this paper we present model results at 100 min after
fire ignition.

4.2. Initial Profiles of Meteorological Variables

[17] The atmospheric initial conditions for the simulations are
taken from airborne measurements aboard the Convair C-131A
before the ignition of the fire (between 1100 LT and 1111 LT);
these initial profiles are shown in Figure 3.
[18] The airborne measurements were available between 320-

and 1890-m altitude. Above 1890 m, atmospheric conditions from
a radiosonde (CODIAC, Joint Office for Science Support (JOSS)
data system, 1999)(available at http://www.joss.ucar.edu/codiac/),
supplemented by data from the U.S. Standard Atmosphere [Ander-
son et al., 1986], were used. From the surface up to 200 m a dry
adiabatic lapse rate was assumed. From 200 to 320 m an increase
in temperature to the values measured at 320 m was taken on the
basis of other temperature profiles measured during the flight of
the Convair 131A. Since the relative humidity does not affect the
dynamic evolution of the model simulations, it was set to a

constant value below 300 m. The wind speed was assumed to
decrease to zero below 225 m because of the visual observations
shown in Figure 1. The atmospheric conditions above 1500 m do
not influence the model results and are not included in Figure 3.
Also not shown in Figure 3 is the wind direction, which is,
however, included in the model simulations: between 300 and
800 m, easterly winds prevailed, and between 800 and 1100 m the
wind changed to northerly.
[19] The main feature of the atmospheric profile is the strong

temperature inversion between 300 and 600 m. The temperature
profile above 600 m is dry stable with a lapse rate of �0.73 K/100
m. The relative humidity is generally quite low with maximum
values around 40%. The maximum wind speed is 4 m s�1.
[20] The whole model domain was initialized with the same

atmospheric profile. Since the region of interest was located near
the coast, the assumption of horizontal homogeneity of the atmos-
phere is probably not fulfilled in reality and may lead to discrep-
ancies between the model results and observations. Unfortunately,
there is no information about the horizontal variations of the
atmospheric profile before the fire.

4.3. Fire Emissions

[21] Fire emissions of energy and particles (shown in Figure 4)
were obtained using the emission production model (EPM)
[Sandberg and Peterson, 1984; Ferguson et al., 2000]. EPM
takes into account the loading, consumption, and moisture of
different fuel size classes and the duff. Additionally, information
about the method of ignition and the overall size of the fire is
taken into account. The parameters used for the Quinault fire are
given in Table 66.1 of Hobbs et al. [1996]. With theses
parameters, EPM calculates the time-dependent emissions of
energy, particulate matter (diameter <2.5 mm, PM2.5), and some
trace gases (CO2, CO, CH4), accounting for different phases of
the fire (flaming and smoldering). The emission factors are taken
from the Compilation of Air Pollutant Emission Factors (AP-42)
provided by the United States Environmental Protection Agency
(U.S. EPA) (available at http://www.epa.gov/ttn/chief/ap42/
index.html). For the Quinault fire the values for the PM2.5
emission factor were between 6 and 17 g kg�1, depending on
the fuel type and the phase of the fire. The modeled values for
the total energy emissions are multiplied by a factor 0.55 to
account only for convective energy [McCarter and Broido, 1965;
S. Ferguson, personal communication, 1999]. This factor depends
on several characteristics of the fuel. The value used here is in
the middle of the commonly accepted range of 0.4–0.8 [Fergu-

Figure 3. Initial atmospheric profiles of the temperature (lower axis), relative humidity (RH) (upper axis), and wind
speed (upper axis) up to an altitude of 1.5 km used in the model simulations. Above 320 m, aircraft measurements are
used. For the values below this altitude, see the text.

TRENTMANN ET AL.: BIOMASS-BURNING PLUME SIMULATION AAC 5  - 3

 21562202d, 2002, D
2, D

ow
nloaded from

 https://agupubs.onlinelibrary.w
iley.com

/doi/10.1029/2001JD
000410 by M

PI 348 M
eteorology, W

iley O
nline L

ibrary on [21/11/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



son et al., 2000]. These spatially integrated emissions are
introduced into ATHAM as fluxes into the lowest model layer.
The spatial distribution of fire pixels in the model was set
following Figure 65.2 of Kaufman et al. [1996]. The 10 subunits
were ‘‘ignited’’ in the model simulations according to the
information from the ignition sequence of the U.S. Forest
Service. The total ignition time was 35 min.

4.4. Aerosol Optical Properties

[22] To simulate atmospheric radiative transfer and calculate
atmospheric heating rates, the wavelength-dependent aerosol opti-
cal properties are needed. If the number distribution and the
refractive index of the aerosol particles are known, and if the
particles are assumed to be spherical, their optical properties can be
calculated from Mie theory. The number distribution of the aerosol
in the smoke plume was measured from the aircraft using three
instruments as described by Hobbs et al. [1996] and Gassó and
Hegg [1998]. For the present study we used a size distribution that
was measured with a differential mobility particle sizing system

(DMPS) between 0.01- and 0.56-mm diameter at a distance of 7.6
km from the fire (see Figure 5).
[23] This size distribution is assumed to be representative of

most parts of the plume. As shown by Gassó and Hegg [1998],
the size distribution varied along the length of the plume,
especially close to the fire. In the present study we focus on
the plume properties farther downwind, where the particle size
distribution did not change so much. Also included in Figure 5 is
a fitted curve based on the sum of two log-normal distributions.
The resulting effective particle radius of 0.14 mm is in reasonable
agreement with the value of 0.127 mm given by Gassó and Hegg
[1998]. The fitted curve is used for the calculation of the
wavelength-dependent optical properties of the aerosol particles.
[24] The black carbon (BC) content of the aerosol particles

determines their absorbing properties. For the particles from the
Quinault fire the BC mass content was determined to be 8 ±
1.2% from reflectance technique and 7.7% from thermal measure-
ments [Martins et al., 1996]. A value of 8% was used for the
simulations of the optical properties. The remaining particle mass

Figure 4. Convective heat and particle (<2.5-mm diameter) emission over time for the Quinault fire, calculated
using the emission production model (EPM).

Figure 5. Differential mobility particle sizing system (DMPS) measurement of the particle number size distribution
in the range 0.005- to 0.28-mm radius (squares) at an approximate distance of 7.6 km from the fire at 1247 LT (�100
min after ignition). Also included is the sum of two log-normal distributions (thick line) as well as the two log-normal
distributions (thin dotted and thin dashed). The sum of the log-normal distributions is used in the calculation of the
optical properties of the particles.
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is assumed to be organic carbon (OC) [Martins et al., 1996;
McDow et al., 1996].
[25] A wavelength-dependent refractive index of the aerosol

particles has to be assumed for the Mie calculations of the optical
properties. For the BC part the values from Fenn et al. [1985] for
soot are used. In the wavelength region between 2 and 19 mm, the
values of Sutherland and Khanna [1991] are taken for OC.
Outside this wavelength range, only very limited information
about the refractive index of OC exists. The values commonly
used are between 1.43 and 1.54 for the real part of the refractive
index and 0 and 0.0035 for the imaginary part with little wave-
length dependence [Sloane, 1983; Holben et al., 1991; Krekov,
1992; Ross et al., 1998]. As the refractive index of ammonium
sulfate, (NH4)2SO4, shows a similar behavior, we followed the
work of Grant et al. [1999] and used the wavelength-dependent
refractive index of ammonium sulfate from Toon et al. [1976] for
OC in the remaining wavelength region. In the visible spectral
range we use values between 1.52 and 1.54 for the real part of
the refractive index and set the imaginary part to zero.
[26] The effect of humidity on the optical properties is

neglected in this study, because the relative humidity was low
(<40%). Additionally, the humidification factor for biomass-
burning aerosol is small compared to those for industrial and
urban aerosols [Kotchenruther and Hobbs, 1998].
[27] The refractive index of the internal mixture of BC and OC

was calculated using the Maxwell-Garnett mixing rule [Bohren
and Huffman, 1983], assuming the same density for BC and OC.
The resulting value of the imaginary refractive index (n = 1.55–
0.034i at 550 nm) is only slightly different from the value
obtained from the volume mixing rule [Horvath, 1993].
[28] The optical properties of the particles were calculated

using a Mie code [Bohren and Huffman, 1983] based on the

particle size distribution and the calculated refractive index; they
are shown in Figure 6 for the most relevant spectral range.
[29] For the density of the aerosol particles a value of 1.53 g cm�3

was calculated from the values given by Martins et al. [1996]. The
calculated values of the mass scattering efficiency and the single-
scattering albedo at 550 nm are 4.06 m2 g�1 and 0.848, respectively.
These numbers are in satisfactory agreement with the measured
values of 3.8 ± 0.2 m2 g�1 for the scattering efficiency and 0.84–
0.92 for the single-scattering albedo [Hobbs et al., 1996; Reid,
1998].
[30] Use of the aerosol optical properties in the radiative

transfer model requires the determination of the values for the
model wavelength bands. For this purpose the optical properties
with high spectral resolution are weighted by the extraterrestrial
solar flux [Wehrli, 1985] (available at ftp://ftp.pmodwrc.ch/pub-
lications/pmod615.asc) and averaged over the wavelength inter-
vals of the radiative transfer model. The values used are listed in
Table 1.
[31] Although the radiative transfer model includes the solar

and the terrestrial spectrum, only the solar spectrum is taken
into account in this study.

5. Model Results and Comparison With
Measurements

[32] In this section the model results are compared with in
situ and remote-sensing measurements of the smoke plume.
Using the present model setup, the simulation time is limited to
100 min, during which the fire emissions reach the border of
the model domain. Nearly all observations used for the com-

Figure 6. Mass extinction (left axis), mass scattering (left axis), and single-scattering albedo (right axis) calculated
from the assumed size distribution and composition of the particles using Mie theory. The bars give the corresponding
measurements taken from Hobbs et al. [1996] and Reid [1998].

Table 1. Optical Properties of the Aerosol Particles Used in the Radiative Transfer Calculationa

Spectral Interval, nm sext, m
2 g�1 ssca, m

2 g�1 w g

200—690 5.80 4.93 0.85 0.64
690—1300 1.62 1.27 0.78 0.47
1300—1900 0.39 0.22 0.56 0.24
1900—2500 0.18 0.06 0.33 0.13
2500—3510 0.20 0.018 0.088 0.076
3510—4000 0.15 0.008 0.055 0.046

aGiven are the mass extinction coefficient sext, the mass scattering coefficient ssca, the single-scattering albedo w, and the asymmetry
parameter g. These values were obtained by energy-weighted averaging of the spectral high-resolved optical properties shown in Figure 6.
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parison are from 1230 to 1300 LT, i.e., 85–115 min after
ignition. Within this time the general appearance of the plume
did not change significantly. Nevertheless, we used modeled
aerosol concentrations temporally as close to the observations
as possible.
[33] A principal limitation in the comparison is that small-scale

fluctuations in the plume due to the fire forcing and small-scale

atmospheric turbulence cannot be reproduced realistically by
ATHAM. This is due to limited information on the temporal
and spatial development of the fire emissions and the limited
spatial resolution of the model. Nevertheless, the goal of this
study was to show that the general feature of the plume can be
reproduced reasonably well and that ATHAM is suitable for
sensitivity studies of processes within biomass-burning plumes.

Figure 7. Simulated horizontally integrated aerosol mass concentrations after 100 min of simulation time. The unit
of the contour lines is mg m�2.

Figure 8. Simulated vertical cross section of the aerosol mass concentrations along the length of the plume 100 min
after ignition at a distance of 400 m behind the center of the fire. The unit of the contour lines is mg m�3.
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[34] Shown in Figure 7 is the simulated horizontally integrated
aerosol mass in the plume, which reveals the general features of the
simulated plume. A quantitative comparison with observations is
given in the following subsections.

5.1. Comparison of Simulations With Measurements

5.1.1. Remote-sensing observations. [35] The simulated
aerosol mass concentration along the plume at a distance of 400
m behind the center of the fire is shown in Figure 8. This result is
compared with airborne LIDAR measurements [Hobbs et al.,
1996] in Figure 9.

[36] These downward pointing measurements were taken at
1254–1259 LT (�110 min after the ignition) from the University
of Washington’s Convair C-131A aircraft (for a description of the
aircraft and its instrumentation, see Hobbs et al. [1991]). The
observed injection height of the aerosol particles was between 250
and 600 m, compared to 300–700 m in the model simulations. The
latter height range is determined by the atmospheric profile (in this
case by the strong temperature inversion between 300 and 600 m)
and the heat emissions from the fire. Downwind of the fire the
thickness of the aerosol plume derived from the LIDAR measure-
ments is �300 m, whereas in the model simulations the plume is
only �100 m thick. The simulated downwind aerosol concentra-

Figure 9. Vertical cross section of aerosol mass concentrations along the length of the smoke plume obtained with
an airborne LIDAR between 1254 and 1259 LT (�110 min after ignition). Also included is the approximate time
when the smoke was emitted (calculated from the wind speed). (Reproduced from Hobbs et al. [1996] with the
permission of the MIT Press.)

Figure 10. Simulated aerosol mass concentrations across the plume at a distance of 3 km from the fire 100 min after
ignition. The unit of the contour lines is mg m�3.
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tions are between 25 and 1000 mg m�3 and thus in the same range
as the measured aerosol concentrations. The maximum distance
from the fire of the smoke aerosols in the measurements is �28 km
(after �110 min), whereas in the simulations the aerosols traveled a
distance of only �16 km (after 100 min). The observed aerosol
plume exhibited a strong lofting downwind, which is not as intense
in the simulated plume.
[37] The simulated aerosol mass concentration across the plume

at a distance of 3 km from the fire is shown in Figure 10. This can
be compared with the LIDAR measurements obtained at 1339 LT
(�2.5 hours after ignition) 3 km downwind of the fire [Hobbs et
al., 1996] shown in Figure 11.
[38] The simulated aerosol plume is rather flat at the lower

boundary, while the observations show a horizontal gradient of the

lower plume boundary. The reasons for this discrepancy are most
probably inhomogenities in the atmospheric conditions, which
were not accounted for in the model. The mass concentrations
within the plume in the simulations, as well as in the observations,
are around 700 mg m�3. The overall width of the plume in the
simulations is �5.5 km, which is in close agreement with the
observations (�6 km). It is interesting that the peak at the 7500-m
cross-plume distance in the observations also appears in the
simulations (at 500 m cross-plume distance). In the model simu-
lations, and possibly also in the observations, this peak is caused
by intense vertical transport of the smoke directly above the fire
where the heat-produced convection intruded into the stable
atmospheric layer. Similar ‘‘overshooting’’ has been observed in
simulations of large-scale fires [Penner et al., 1986].

Figure 11. Vertical cross section across the width of the smoke plume obtained at 1339 LT (�150 min after
ignition) 3 km downwind of the fire. (Reproduced from Hobbs et al. [1996] with the permission of the MIT Press.)

Figure 12. Simulated vertical aerosol mass concentrations along the length of the plume at a distance of 400 m
behind the center of the fire 100 min after ignition, including and neglecting the solar heating of the aerosol particles.
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[39] In general, the agreement between the model results and the
LIDAR measurements is satisfactory for the purpose of this study.
The injection height and the overall particle concentrations are
reproduced reasonably well. One major difference is found in the
maximum travel distance. This is related to a higher wind speed
over the ocean, which was not included in the model simulations.
Another feature that is not reproduced well by the model is the
downwind lofting of the aerosol plume. This lofting may be due to
the heating of the aerosols by the absorption of solar radiation, as
observed in fossil fuel burns [Radke et al., 1990; Herring and
Hobbs, 1994]. In order to test this hypothesis, we performed a
model simulation without accounting for the interaction of the

aerosol particles with solar radiation and therefore neglecting the
solar heating of the aerosols.
[40] Figure 12 shows the impact of the solar heating on the

simulated aerosol concentrations. The simulation including the
aerosol heating shows a lofting of the plume downwind of the fire,
although it is much smaller than in the observations. We conclude
that the observed lofting was probably caused by changing atmos-
pheric conditions over the ocean (e.g., height of the boundary layer)
that are not included in the simulations.
[41] The reflected radiance at 850 nm measured at an altitude of

�20 km aboard the ER-2 aircraft with the AVIRIS instrument
[Green et al., 1998] at 1243 LT (�100 min after the ignition) is
shown in Figure 13. The signature of the biomass burning plume is
easily seen in the enhanced reflectivity, especially over the ocean,
where the surface reflectance is negligible. It can be seen that the
width of the plume was �3 km (using a reflectance of 0.01 W m�2

nm�1 sr�1 as an arbitrary measure of the edge of the plume).
Small-scale fluctuations within the plume can be seen.
[42] Figure 14 shows the simulated vertically integrated aero-

sol mass, which can be compared with the AVIRIS measure-
ments. Using an arbitrary 1 mg m�2 isoline to define the edges
of the plume, the width of the plume in the model simulation is
a little larger than in the observations but still reasonably close.
The overall travel distance of the plume is larger in the
observations than in the simulations. This was already observed
in the comparison with the LIDAR measurements and can be
explained by an underestimation of the wind speed over the
ocean. Because of the vertically changing horizontal wind speed
and direction, as well as the asymmetric fire forcing, the
simulations show a horizontal asymmetry. The observed small-
scale fluctuations within the plume are not reproduced by the
model, because they are caused by small-scale processes (e.g.,
fluctuations in the fire emissions and small-scale turbulent
processes) that are not resolved by the model.

Figure 13. Reflected radiances at 850 nm, measured on board the
ER-2 aircraft using the AVIRIS instrument between 1243 and 1248
LT (�100 min after ignition). Calibrated AVIRIS data were
obtained from Robert Green, JPL.

Figure 14. Simulated horizontal extent of the vertically integrated aerosol mass concentrations 100 min after
ignition.
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5.1.2. In situ measurements. [43] In this section we use the
in situ measurements made aboard the University of Washington’s
Convair C-131A research aircraft to evaluate the model results.
The aircraft flew several times along and across the plume. Aerosol
samples were obtained as well as measurements of the optical
properties of the smoke. Unfortunately, there were no direct high-
resolution measurements of aerosol mass concentrations to
compare with the model results. However, aerosol mass
concentrations were determined from filter samples taken during
three encounters with the plume from the Quinault fire and two
other fires during the SCAR-C experiment [Martins et al., 1996].
Using the filter data from all three fires during SCAR-C and
simultaneous measurements of the light-scattering coefficient at
538 nm, the dry aerosol mass scattering efficiency was determined
to be 3.8 ± 0.2 m2 g�1 [Hobbs et al., 1996; Reid, 1998]. By
multiplying the high-resolution measurements of the scattering
coefficient by the mass-scattering efficiency, the aerosol mass
concentrations can be approximated with high temporal and
spatial resolution.
[44] Figure 15 shows the measured aerosol mass concentration

along the plume and the model results 90 min after ignition. The

measurements were performed at 1236 LT (�90 min after igni-
tion). Particle mass concentrations exceeding 2500 mg m�3 were
observed near the fire; these are consistent with the values of 1820
and 2880 mg m�3 given by Martins et al. [1996] for the Quinault
fire. Downwind of the fire, the mass concentrations decreased
gradually with distance from the fire, reaching the background
concentration at 13 km downwind. The model also shows the
highest particle mass concentrations, which are similar to the
observed values but with higher variability, above the fire. How-
ever, the mass concentrations from the model are significantly
lower (by up to a factor of 2) than the measurements up to 8 km
downwind, and the model results are greater than the measure-
ments between 8 and 15 km downwind.
[45] The most plausible reason for the differences between the

model results and the measurements is an underestimation of the
fire emissions at the beginning phase of the fire by the EPM
model. Although the EPM model predicts a strong increase in
aerosol emissions after 60 min (see Figure 4), the visible
observations showed a strong increase in fire emissions already
around 40 min after ignition [Hobbs et al., 1996]. Additionally,
the emission factors used in the EPM model might be too low

Figure 15. Measured and simulated aerosol mass concentrations along the plume from the Quinault fire. The
measurements were performed at 1236 LT (�90 min after ignition) at altitudes between 350 and 500 m. The model
results are taken 90 min after ignition along the line at y = 200 m, z = 400 m.

Figure 16. Measured and simulated aerosol mass concentrations across the plume from the Quinault fire. Shown are
mass concentrations measured during two transects of the plume (perpendicular to the main axis) at 1243 and 1247
LT (�100 min after ignition) between 8.5- and 10.5-km distance from the fire at altitudes between 430 and 530 m.
The model results are taken 100 min after ignition along the line at x = 7.8 km, z = 400 m.
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for this scenario. The difference between the observed and
simulated aerosol mass concentrations beyond 8 km is probably
due to the fact that the aircraft did not fly within the center of
the plume at these distances.
[46] Shown in Figure 16 are the measured and simulated

aerosol mass concentrations perpendicular to the main plume
axis. The measurements were obtained at 1243 and 1247 LT
(�100 min after ignition) �8 km downwind of the fire. The two
measured aerosol concentrations differ in their horizontal extent
and in their shape even though they were obtained close to each
other (in space and time). This reflects the strong inhomogeneities
within the plume, which are not reproduced by the model
simulations. As mentioned previously, the measured concentra-
tions are nearly twice the simulated concentrations. Nevertheless,
the simulated aerosol concentrations show similarities with the
measurements. The simulated aerosol concentrations in the plume
have three local maxima, which are also present in the measure-
ments at 1243 LT. The width (4 km) of the simulated plume is
very close to the measured value during the aircraft crossing at
1247 LT.
[47] It is interesting to compare the measured aerosol mass

concentrations across and along the plume. At a distance of 8
km, the concentrations along the plume in Figure 15 are consid-
erably lower than the maximum value shown in Figure 16. This
supports our hypothesis that during the end of the plume transect at
1236 LT the aircraft did not fly along the main axis of the plume.
[48] Overall, ATHAM is able to predict the observed aerosol

mass concentration and its variability along and across the plume
reasonably well. Together with the results from Section 5.1.1, we
conclude that ATHAM reproduced the general features within the
biomass-burning plume and thus can be used for further sensitivity
studies of the processes within the plume.

5.1.3. Radiative fluxes. [49] A comparison of the measured
and simulated upward radiation above the smoke plume is
presented here.
[50] Aboard the University of Washington’s Convair C-131A

aircraft were broadband upward and downward looking ultraviolet
(UV) (295- to 390-nm) and ultraviolet-visible-near-infrared (UV-
VIS-NIR) (300- to 3000-nm) pyranometers.
[51] Shown in Figure 17 are the measured upward fluxes in the

UV-VIS-NIR and the UV for a flight transect above the plume of the
Quinault fire from 1254 to 1259 LT (�110 min after ignition) at an
altitude of �1350 m. There is a strong increase in the scattered flux
over the fire in both wavelength regions, whereas at �2 km
downwind the UV-VIS-NIR flux shows a decrease that is not seen

in the UV flux. Both fluxes stay more or less constant over most of
the distance along the plume, until they decrease to background
values. The background value of UV-VIS-NIR irradiance at the end
of the transect (�10 W m�2) is significantly lower than at the start
of the transect (�75Wm�2), whereas the change in the background
values in the UV is not significant.
[52] To simulate the upward radiative fluxes, only the aerosol

from the fire is taken into account and the aerosol mass concen-
trations simulated after 100 min of fire emissions were used. The
solar zenith angle (SZA) was set to 47�, corresponding to the time
and place of the observations in Figure 17. The simulations were
performed with the PIFM model included in ATHAM and are
therefore restricted to the available spectral bands (see Table 1).
They are not identical to the measured spectral bands, but for the
purpose of this study the first spectral band of the radiative transfer
model (200–690 nm) (UV-VIS) can be used for comparison with
the UV measurements. The full spectral range of the simulations
(UV-VIS-NIR) (200–4000 nm) is used for comparison with the
UV-VIS-NIR measurements. The wavelength regions 200–300 nm
and 3000–4000 nm do not contribute significantly to the solar
energy near the surface.
[53] Figure 18 shows the model results in the UV-VIS (200–690

nm) and UV-VIS-NIR (200–4000 nm) wavelength region of the
upward fluxes together with the aerosol optical depth at 550 nm.
Over land the simulated values outside of the plume (left sides of
Figures 17 and 18) are significantly higher than the measurements
(110 W m�2 compared to 75 W m�2 in the UV-VIS-NIR). A
comparison of the UV-VIS-NIR downward flux shows that this
was also overestimated by the model (measurement, 712 W m�2;
model, 757 W m�2). This underestimation of extinction of incom-
ing solar radiation in the model simulations may be explained by
the neglect of aerosol extinction in the absence of smoke. Addi-
tional uncertainty in the simulated upward radiation arises from
limited information on the surface albedo. Over the ocean the
simulated upward flux in the UV-VIS-NIR is also overestimated
(35 W m�2 compared to 10 W m�2). Further comparisons below
focus on the change in the upward fluxes, rather than their absolute
values.
[54] As we have seen, the total distance traveled by the smoke in

a given time is underestimated by the model, probably because a
too low wind speed over the ocean was used in the model. In the
simulations as well as in the measurements, the reflected flux in the
UV-VIS-NIR over land is much higher than over the ocean (right
sides of the Figures 17 and 18), whereas this feature is not
significant in the UV and UV-VIS. This behavior is explained by

Figure 17. Measured upward radiative fluxes in the wavelength intervals 300–3000 nm (total, solid line, left scale)
and 295–390 nm (UV, dashed line, right scale) above the plume. These measurements were obtained between 1254
and 1259 LT at an altitude of �1350 m simultaneously with the LIDAR measurements shown in Figure 9.
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the wavelength dependence of the surface albedo over land, which
strongly increases for wavelengths longer than 700 nm.
[55] As seen in the measurements, the simulations also show a

strong increase in the upward flux above the plume. Also, the sharp
decrease in the UV-VIS-NIR flux is observed at �2 km downwind,
but the UV-VIS radiation does not change. In the model simu-
lations this decrease is due to the changing surface albedo for the
UV-VIS-NIR in passing from land to ocean (albedo changes from
14.8 to 4.1%). This effect is not significant in the UV-VIS (albedo
changes from 4.0 to 4.3%). This suggests that the decrease in the
observed UV-VIS-NIR fluxes shown in Figure 17 is due to the
change in the surface albedo, although it is more gradual. This
hypothesis is supported by the fact that there was no observed
decrease in the UV flux.
[56] Downwind of the plume, the measurements show a con-

stant flux in both the UV-VIS and UV-VIS-NIR ranges, but the
simulated fluxes decrease. The reason for this different behavior is
the decrease in the aerosol optical depth in the model downwind
the plume, which is not as pronounced in the observations [Gassó
and Hegg, 1998]. The low variability in the observed fluxes might
be due to the absorbing properties of the aerosol which lead to a
saturation of the reflected flux at high optical depth.
[57] Overall, the reflected fluxes above the plume are under-

estimated by the model, although the background values are too
high. This might arise from too low aerosol concentrations or too
low backscattering of the aerosols or most probably a combination
of both. As we have seen, the simulated aerosol mass concen-
trations are too low. Artificially increasing the aerosol loading by a
factor of 4 in the simulation leads to values for the reflected flux
close to the observations (not shown). Additional uncertainties
arise from the aerosol properties, for example, size distribution,
composition, and state of mixing. The use of the refractive index of
soot for the measured BC content of the aerosol may lead to an
overestimation of the aerosol absorption. The black carbon deter-
mined by thermal or optical techniques from biomass-burning
aerosols is not necessarily identical to soot [Novakov and Corri-
gan, 1995; Mayol-Bracero et al., 2002]. However, as long as no
further data are available, the use of the refractive index of soot is

the only appropiate way to account for BC. Additionally, the
assumed internal mixing of the aerosol as well as the use of the
same density for OC and BC lead to high aerosol absorption.
[58] For a more realistic comparison, three-dimensional radia-

tive transfer simulations will be performed in future studies.
[59] It is interesting that a systematic underestimation of the

aerosol optical depth from biomass-burning aerosol is also found
on a global scale, especially in the source regions [Tegen et al.,
1997]. Together with the results presented here, this points to
uncertainties in the direct aerosol emission from biomass burning.
Further studies using a combination of small-scale and regional to
global models may help to reduce this discrepancy.

6. Calculation of the Radiative Forcing

[60] In this section the simulated aerosol concentrations are
used to calculate the instantaneous direct radiative forcing at the
top of the atmosphere (TOA) in the solar spectrum produced by
the smoke from the Quinault fire. For this purpose, two radiative
transfer simulations are performed: one including and one
neglecting the radiative effects of the smoke particles. The solar
zenith angle was set to 47� in accord with the observations
shown in Figure 17. The aerosol radiative forcing is calculated
as the difference in the net flux at TOA between the two
simulations (Figure 19).
[61] The radiative forcing is negative for both surface albedos,

because the outgoing radiation at TOA increases owing to the
presence of the aerosol particles for both cases. The highest
forcings are over the ocean even though the optical thickness is
lower than over land, because the surface albedo over the ocean
(4.1%) is much lower than over the land (14.8%).
[62] The correlation between the optical depth and the aerosol

radiative forcing is shown in Figure 20. The instantaneous
forcing for an optical depth of unity at 550 nm is �35.8 and
�58.0 W m�2 for land and ocean, respectively. The radiative
forcing in the first spectral band of the radiative transfer model
(200–690 nm) is calculated to be �38.2 W m�2 for the two

Figure 18. Simulated upward fluxes in the wavelength intervals 200–4000 nm (solid line) and 200–700 nm
(dashed line) above the plume at an altitude of 1340 m and a horizontal distance from the center of the fire of 400 m.
The solar zenith angle was set to 47�. Also included is the simulated optical depth at 550 nm (dotted line).
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surface albedos for an optical depth of unity (not shown). This
value can be compared to the measured radiative forcing
between 400 and 700 nm of �55 W m�2 for an optical depth
of unity [Kaufman, 1999]. This comparison underlines the fact
that the calculated radiative forcing has to be considered as a
lower limit estimate. It is interesting that the radiative forcing in
the short-wavelength region over land is larger than over the
total solar spectrum. This effect is explained by the low single-
scattering albedo of the particles at longer wavelengths (see
Figure 6), leading to a positive forcing at these wavelengths.

[63] Also included in Figure 20 is the calculated radiative
forcing using the following modified form of equation (8) given
by Chylek and Wong [1995]:

�FR ¼ �F# q0; z0ð ÞTatm 1� Að Þ22b q0ð Þ 1� wð Þt� 4Awt
h i

; ð1Þ

where �FR is the direct aerosol radiative forcing, F#(q0, z0) is
the downward solar flux above the aerosol layer at a solar
zenith angle q0 and an altitude z0, Tatm is the transmittance of

Figure 19. Simulated instantaneous shortwave aerosol radiative forcing for 47� SZA at the top of the atmosphere of
the plume from the Quinault fire. The contour lines represent the aerosol optical depth at 550 nm.

Figure 20. Correlation between the simulated aerosol radiative forcing at the top of the atmosphere and the aerosol
optical depth at 550 nm. Also included are calculations of the aerosol radiative forcing using equation (1) for the two
surface albedos (dotted and dashed line). The parameters used in the equation are given in the text.
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the atmosphere, A is the surface albedo, b(q0) is the fraction of
radiation scattered by aerosol particles into the upper hemi-
sphere (upscatter fraction as defined by Wiscombe and Grams
[1976]), w is the single-scattering albedo, and t is the optical
depth. Equation (1) gives the radiative forcing for an optically
thin aerosol layer (t � 1), including the effect of absorbing
aerosols.
[64] In the case considered here the downward flux above the

aerosol layer was calculated to be 740 W m�2. For the surface
albedo the broadband values of 14.8% and 4.1% for land and ocean
are used. For w and b(q0) the values at 550 nm (0.848 and 0.175,
respectively) are used. The value for b(q0) is calculated for q0 =
47�. For the transmittance Tatm = 0.75, taken from the model
simulations for the total solar spectrum.
[65] Equation (1) overestimates the radiative forcing calculated

with the radiative transfer model even for small optical depths. The
slopes of a linear fit to the results from the radiative transfer
simulations for small optical depths are �61.6 and �92 W m�2 for
land and ocean surface, respectively. The corresponding slopes
using (1) are �69.9 and �137.6 W m�2. Both (1) and the radiative
transfer calculations show a strong dependence on the surface
albedo. This has been reported in other studies [Ross et al., 1998;
Christopher et al., 2000a], and it is also visible in global calcu-
lations of the direct radiative effect of biomass-burning aerosols
[Penner et al., 1998].
[66] Another important feature of Figure 20 is the saturation of

the radiative forcing at higher optical depths due to multiple
scattering and absorption. The saturation is more prominent over
land. This has been shown in earlier radiative transfer simulations
[Ross et al., 1998; Christopher et al., 2000a] and observations
[Christopher et al., 2000b]. This effect is neglected in (1), and it is
obvious that the formula strongly overestimates the radiative
forcing of absorbing aerosol at higher optical depths. Therefore,
as pointed out by Chylek and Wong [1995], use of this formula
should be limited to small optical depths.

7. Conclusions

[67] For the first time a model simulation of the atmospheric
evolution of a biomass-burning plume and a comparison with
measurements were presented. The plume model ATHAM was
used to simulate the atmospheric transport of aerosol particles
emitted from a prescribed fire on the basis of information on the
fire emissions and atmospheric conditions. The simulated aerosol
mass concentrations were compared with remote-sensing and in
situ measurements of the plume. The injection height and the
general behavior of the plume are reproduced with good accuracy
by the model. The absolute value of the aerosol mass concen-
trations shows an underestimation roughly by a factor of 2,
probably owing to an underestimation of the fire emissions. Other
differences were attributed to the simplified description of the
meteorological situation and small-scale features that cannot be
resolved in this kind of model. Modeled and measured results for
the reflected solar fluxes above the plume were also compared. The
impact of the changing surface albedo on the reflected radiation is
clearly seen in both the model simulations and the measurements.
The model underestimates the upward reflected solar flux, which is
mostly attributed to the underestimation of the aerosol concen-
trations. Additionally, the aerosol absorption might be overesti-
mated owing to assumptions on the state of mixing, the density of
OC and BC, and the use of the refractive index of soot for BC.
Calculations of the radiative forcing show a strong dependence on
surface albedo as well as the saturation effect at higher optical
depths. The latter limits the use of linear calculations to very small
optical depths.
[68] Overall, we conclude that ATHAM is able to reproduce

well the general features of a biomass-burning plume. Combined
with a microphysical and a chemical module, ATHAM will be used

in future studies to examine the interaction between transport,
chemistry, and aerosol and cloud microphysics within biomass-
burning plumes. This kind of model has the potential, especially in
combination with coordinated field experiments, to substantially
increase our understanding of the processes within biomass-burn-
ing plumes and improve the representation of vegetation fires
within large-scale models.
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